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Mensch und Kl als Team in der
Medizintechnik: Vom KI-Hype zur Teamarbeit

KI-Systeme veréndern die Medizintechnik: Von Bildana-
lytik Giber Entscheidungsunterstiitzung bis hin zu roboti-
schen Assistenzsystemen entstehen neue Formen der
Mensch-Maschine-Zusammenarbeit. Oft heiBt es, Kl werde
arztliche und pflegerische Expertise nicht ersetzen, son-
dern lediglich ergdnzen. Als Team, so die Annahme, kénn-
ten deutlich bessere Ergebnisse erzielt werden. Aber wie
sieht die Realitat tatsachlich aus? Fiihrt die Zusammenar-
beit von Mensch und Kl im Gesundheitssektor zwangslau-
fig zu einem besseren (Behandlungs-)Ergebnis?

Der EU Al Act schreibt in diesem Kontext vor, dass KI-
basierte Medizintechnik stets unter der Aufsicht von Men-
schen stehen muss. Das heiB3t gleichzeitig aber auch: Das
Gesundheitspersonal muss KI-Entscheidungen verstehen,
hinterfragen — und im Zweifel korrigieren. Was bisherige
Studien Uber die Performance von Mensch-KI-Teams zei-
gen, welche paradoxen Effekte auftreten kénnen, und
welche Faktoren eine vertrauenswurdige Teamkultur for-
dern kénnen, soll im folgenden Beitrag genauer unter die
Lupe genommen werden.

Mensch versus Kl oder hybride Intelligenz?
Ein Leistungscheck

Existierende Studien vergleichen die Leistungsfahigkeit
und Genauigkeit von KI-Modellen mit der von medizini-
schen Expert:innen, vor allem im Bereich der Diagnose.
Zumeist wird dabei eine menschliche Leistung mit der Leis-
tung einer Kl gegentbergestellt, nicht aber die Leistung
von unterschiedlichen Konstellationen von Mensch-KI-
Teams untersucht (Lutze et al. 2025). Die Befunde zeigen
ein gemischtes Bild:

Synergie-Potenzial: In einigen Feldern Gbertrifft die Kom-
bination aus Mensch und Kl beide Einzelleistungen. So
konnten in einer Dermatologie-Studie Kliniker:innen mit
Unterstltzung von Kl Hautkrebs genauer diagnostizieren
als der menschliche Experte oder die Kl allein. Besonders
weniger erfahrene Mediziner:innen profitieren von der
Kl-Unterstltzung (Tschandl et al. 2020). Eine Metaanalyse
von 2024 bestatigt, dass KI-Unterstltzung die Sensitivitat
und Spezifitat der Hautkrebsdiagnose signifikant erhohte
(Krakowski et al. 2024), also wie zuverlassig echte Falle
erkannt und falsche ausgeschlossen wurden.

Kein Automatismus: Andere Untersuchungen zeigen, dass
die Unterstutzung durch Kl nicht automatisch zu besse-
ren Ergebnissen fuhrt. Die KI-Assistenz verbesserte unter
anderem die Diagnosequalitat gegentber einem model-
lierten Expertise-Standard bei Fallen, in denen die teilneh-
menden Arzt:innen unsicher waren. Bei eindeutig erschei-
nenden Féllen reduzierte sich die Ergebnisqualitat sogar.
Die Bereitstellung weiterer Informationen der Krankenge-
schichte verbesserte die Diagnosequalitdt im Durchschnitt,
nicht jedoch die Nutzung der KI. Der potenzielle Nutzen
hangt somit stark vom Kontext und von der Fahigkeit der
Kl ab, relevante Faktoren einzuordnen und systematische
Verzerrungen (Bias) zu vermeiden (Agarwal et al. 2023).

Wo KI heute schon hilft: Im deutschen Mammographie-
Screening-Programm erzeugte eine KI-Mensch-Koope-
ration eindrucksvolle Resultate. In der landesweiten
PRAIM-Studie mit Gber 460.000 Frauen erhoéhte Ki die
Brustkrebs-Entdeckungsrate um 18 Prozent gegentber
rein menschlicher Doppelbefundung — ohne mehr Fehl-
alarme. Gleichzeitig konnte die Kl viele unauffallige Falle
aussortieren, sodass ohne Qualitatsverlust weniger befun-
det werden musste (Eisemann et al. 2025). Dieses Beispiel
unterstreicht, dass richtig eingesetzte Kl einen deutlichen
Nutzen bringen kann.

Aufwind durch LLM: Neuere Studien fokussieren Team-
leistungen mithilfe groBer Sprachmodelle (LLM). In einem
Experiment (Zoller et al. 2025) wurden unterschiedliche
Teamkonstellationen verglichen — von Einzelpersonen
Uber menschliche Teams, KI-Modelle und Kollektive von
KI-Modellen hin zu gemischten Mensch-KI-Teams. Dabei
konnten die besten Entscheidungen getroffen werden,
wenn verschiedene Personen und mehrere KI-Modelle
zusammenarbeiteten. Schon das Hinzuflgen eines ein-
zelnen KI-Modells zu einer Gruppe von Diagnostiker:innen
verbesserte das Ergebnis erheblich. Der Erfolg resultiert
aus komplementaren Fehlerprofilen. Wenn die Kl versagt,
erkennen Menschen den Fehler und umgekehrt. So glei-
chen sich individuelle Schwéchen aus.


https://www.bertelsmann-stiftung.de/de/publikationen/publikation/did/ki-in-gesundheitsfachberufen
https://www.nature.com/articles/s41591-020-0942-0
https://www.nature.com/articles/s41746-024-01031-w
https://www.nber.org/system/files/working_papers/w31422/w31422.pdf
https://www.nature.com/articles/s41591-024-03408-6
https://www.pnas.org/doi/10.1073/pnas.2426153122
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Paradoxien und Herausforderungen der
Zusammenarbeit von Mensch-KI-Teams

Trotz der Chancen gibt es in der Human-Factors-For-
schung gut dokumentierte Herausforderungen in Mensch-
Maschine-Interaktionen, die bei KI-Systemen und Kl-basier-
ter Medizintechnik neu oder verstérkt hervortreten:

Technisch-bedingte, soziale und kommunikative
Effekte sowie rechtlich-normative Spannungen
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Abbildung: Paradoxien und Herausforderungen der
Zusammenarbeit von Mensch-KI-Teams (Quelle: Institut
fur Innovation und Technik (iit), eigene Darstellung)

Automationsparadox: Je verlasslicher KI-Systeme erschei-
nen, desto gréBer ist die Gefahr, dass Fachkrafte in eine
passive Uberwachungsrolle geraten und ihr Situations-
bewusstsein verlieren. So tbernahmen Patholog:innen
unter Zeitdruck fehlerhafte KI-Empfehlungen, obwohl ihre
urspriinglichen Einschdtzungen korrekt gewesen waren
(Rosbach et al. 2024). Ubersichtsarbeiten belegen, dass vor-
ausgefullte oder standardisierte Systeme kritische Ruck-
meldeschleifen reduzieren (Levy et al. 2021). Dadurch kann
eine trugerische Sicherheit entstehen (Out-of-the-loop-
Problem) mit der Folge, dass klinische Intuition, Fehlerer-
kennung und Urteilsfahigkeit verkimmern. Es kommt zum
sogenannten , De-Skilling” (Bratan et al. 2024).

Kontrollparadox in Mensch-KI-Teams: Ein zentrales Pro-
blem des Human-in-the-loop-Prinzips ist das Kontroll-
paradox in Mensch-KI-Teams. Gemeint ist hier, dass die
Maschine liefert — und der Mensch pruft. Doch je leistungs-
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fahiger die Kl, desto schwieriger wird genau das. Studien
zeigen, dass die menschliche Genauigkeit deutlich sinkt,
wenn fehlerhafte KI-Vorschlage vorangehen (Agudo et al.
2024). Besonders kritisch wird es, wenn Systeme keine Hin-
weise auf Unsicherheiten oder Alternativen bieten.

Generalist-Spezialist-Paradox: KI-Systeme zeigen ihre Starke
vor allem in eng umrissenen Spezialaufgaben, etwa bei der
Hautbild- oder EEG-Analyse oder der Klassifikation seltener
Pathologien. In solchen Féllen erreichen sie Expert:innen-
niveau oder Ubertreffen dieses. lhre Leistung sinkt jedoch
deutlich, sobald Aufgaben kontextabhangig, widerspriich-
lich oder interdisziplinar werden (Li et al. 2025). Im realen
Klinikalltag bleibt der Output genereller Modelle oft zu
unspezifisch. Besonders auf Intensivstationen zeigt sich,
dass Arzt:innen KI-Empfehlungen nicht blind folgen, son-
dern diese im Team ,,verhandeln”, so dass klinische Entschei-
dungen algorithmisch nicht direkt abbildbar sind (Sivara-
man et al. 2023).

Kl als kultureller Akteur im Gesundheitswesen: KI-Systeme
beeinflussen zunehmend Sprache, Werte und Denkstile in
klinischen Kontexten. GroBBe Sprachmodelle wie ChatGPT
imitieren nicht nur menschliche Sprache, sondern pragen
sie aktiv durch bestimmte Ausdrucks- und Argumenta-
tionsmuster. Dieses Phanomen tragt zur Herausbildung
einer ,Machine Culture” bei, in der technische Systeme
kulturelle Routinen erzeugen und in soziale Interaktionen
Gbertragen (Brinkmann et al. 2023; Yakura et al. 2025).
Im medizinischen Umfeld zeigt sich das beispielsweise bei
Medizinstudierenden, die KI-generierte Antworten zur
Prifungsvorbereitung nutzen. Ihre sprachlichen Formulie-
rungen und klinischen Priorisierungen gleichen sich dabei
stark den KI-Vorgaben an (Vicente et al. 2025). Ubertragt
sich dieser Effekt in den Klinikalltag, kann die unkritische
Ubernahme &konomisierter Begriffe wie ,,low value pati-
ent” oder standardisierter Textbausteine das Rollenver-
standnis und die Einschatzungen in Teams verandern. Pfle-
gerische und psychosoziale Perspektiven drohen dabei
zunehmend marginalisiert zu werden.

Zu viel oder zu wenig Vertrauen: Studien zeigen, dass Ver-
trauen in Kl sowohl Uber- als auch unterdosiert sein kann,
mit negativen Folgen fur die Patientensicherheit (Patil et
al. 2025; Kostick-Quenet et al. 2024). Es zeigt sich noch
ein weiterer Effekt: die Uberkorrektur durch den Men-
schen aus Misstrauen gegenuber der KI. Dieser sogenannte
JVerschlimmbesserungseffekt” tritt auf, wenn korrekte
KI-Vorschlage vorschnell verworfen oder unnétig veran-
dert werden —was paradoxerweise zu einem schlechteren
Gesamtergebnis fihren kann (Rieger et al. 2023). Beide
Phanomene untergraben die funktionierende Zusam-
menarbeit und kénnen zu einer Diffusion von Verant-
wortung fuhren.



https://arxiv.org/abs/2411.00998
https://arxiv.org/pdf/2103.04725
https://www.springermedizin.de/kuenstliche-intelligenz/unterstuetzung-aerztlicher-und-pflegerischer-taetigkeit-durch-ki/27356416
https://link.springer.com/article/10.1186/s41235-023-00529-3
https://link.springer.com/article/10.1186/s41235-023-00529-3
https://www.jmir.org/2025/1/e71916
https://arxiv.org/abs/2302.00096
https://arxiv.org/abs/2302.00096
https://www.nature.com/articles/s41562-023-01742-2
https://arxiv.org/abs/2409.01754
https://www.sciencedirect.com/science/article/pii/S107158192500031X?via%3Dihub
https://jamanetwork.com/journals/jama-health-forum/fullarticle/2831560
https://jamanetwork.com/journals/jama-health-forum/fullarticle/2831560
https://jme.bmj.com/content/50/8/544
https://www.sciencedirect.com/science/article/pii/S294988212300021X?via%3Dihub

04

MENSCH UND KI ALS TEAM IN DER MEDIZINTECHNIK: VOM KI-HYPE ZUR TEAMARBEIT

Haftung & Verantwortung: Vertrauen in Kl hangt nicht
nur von technischer Performance ab, sondern auch von
klaren rechtlichen Rahmenbedingungen. Aktuell haftet
meist der Mensch, selbst wenn Entscheidungen durch algo-
rithmische Empfehlungen vorgepragt sind. Zentrale juris-
tische Analysen sprechen von einem , responsibility gap”,
weil unklar ist, wo menschliche Verantwortung endet und
maschinelle beginnt (Maroudas 2024). Arzt:innen haften
tendenziell fir Nutzung oder Missachtung von KI-Warnun-
gen, Hersteller dagegen meist nur bei technischen Man-
geln (Price et al. 2024).

Besonders kritisch wird das Problem bei ,,Black-Box”-Syste-
men: Je weniger nachvollziehbar die Entscheidung, desto
schwerer ist der Beweis im Schadensfall (Maroudas 2024).
Der Al Act fordert zwar menschliche Aufsicht, bleibt aber
vage in der Haftungsverteilung (Van Staalduinen 2024).
In der Folge nutzen viele Arzt:innen Kl nur, wenn sie Ent-
scheidungen Uberstimmen oder vollstandig dokumentie-
ren kénnen, was Effizienzgewinne konterkariert und Ver-
antwortung unklar verteilt.

Moralische Divergenzen: KI-Systeme entscheiden schneller
und neigen in einem Dilemma zu utilitaristischen Mustern:
Effizienz und Outcome-Maximierung wiegen schwerer als
Einzelfallgerechtigkeit oder Fursorge. In Simulationsstu-
dien priorisierten KI-Modelle rechnerisch nachvollziehbar
das Uberleben der Mehrheit, blendeten aber Wiirde, Chan-
cengleichheit oder soziale Verantwortung aus (Kirch et

Leistungsschwellen und eine sichere Einbindung in beste-
hende IT-Strukturen wie KIS (Krankenhausinformations-
system) oder PACS (Picture Archiving and Communication
System). Entscheidend ist weiterhin, wie die Kl-basierte
Medizintechnik in den realen Arbeitsalltag eingebettet
wird. Systeme, die sich nahtlos in bestehende Workflows
integrieren, zum Beispiel direkt in Bildarchivierungs- oder
Befundungssysteme, stoBen auf deutlich héhere Akzep-
tanz als isolierte Tools. Gleichzeitig kann es notwendig
sein, bestehende Abldufe grundlegend zu hinterfragen,
denn viele Workflows wurden ohne Kl entwickelt.

Gute Mensch-KI-Teams zeichnen sich dadurch aus, dass die
Interaktion intuitiv erfolgt: Die Kl liefert Unterstitzung
dort, wo sie gebraucht wird, und hélt sich zurick, wo sie
nicht nétig ist. Interoperabilitat und passgenaue Einbin-
dung sind dabei eine Voraussetzung fur Vertrauen und
Kontrolle. Methoden wie die Cognitive Task Analysis hel-
fen, Schnittstellen, Entscheidungspunkte und Ubergaben
zwischen Mensch und Maschine systematisch zu analysie-
ren und zu gestalten.

Adaptive Rollen und Interaktion: Feste Aufgabenzuwei-
sungen nach dem Prinzip ,Men Are Best At, Machines Are
Best At” — zum Beispiel KI fur die Vorverarbeitung von Bil-
dern und groBen Datenmengen, wahrend ein interpro-
fessionelles Team Empfehlungen oder Entscheidungenim
klinischen und ethischen Kontext einordnet (Moehring et
al. 2025), geben Orientierung. Gleichzeitig erfordert die

al. 2024). In ressourcenarmen Kontexten zeigt sich, dass
etwa altere oder pflegebedurftige Menschen systematisch
benachteiligt werden, da die Algorithmen auf Effizienz-
kennzahlen optimiert sind (Hendricks-Sturrup et al. 2023).
Verstarkt wird das Problem durch sogenanntes ,Moral Out-
sourcing”, wobei Menschen die Verantwortung scheinbar
objektiven Systemen Uberlassen (Lang et al. 2023).

Erfolgsfaktoren: Die Kooperation in
Mensch-KI-Teams verbessern

Damit die Zusammenarbeit zwischen Gesundheitsperso-
nal und Kl-basierter Medizintechnik im Gesundheitswe-
sen (hybriden Teams) klappt, braucht es mehr als funktio-
nierende Algorithmen. Entscheidend ist, wie Fachpersonal
und KI-Systeme gemeinsam handeln, wie Zustandigkei-
ten geregelt, Kommunikation erméglicht und Fehler
vermieden oder aufgefangen werden. Die folgenden
Erfolgsfaktoren basieren auf Konzepten der Human-Fac-
tors-Forschung und sind speziell adaptiert fir den medi-
zinischen Kontext.

Technik, Workflow und Integration: Bevor KI-Systeme im
klinischen Alltag genutzt werden, braucht es eine verlassli-
che technische Basis: validierte Algorithmen, transparente

Dynamik medizinischer Situationen gegebenenfalls Rol-
lenanpassungen. Nach diesem Ansatz wird die Kl zu einem
kognitiven Teampartner (Joint Cognitive System). Entschei-
dend ist, dass Zustédndigkeiten je nach Falltyp angepasst,
aber nie unklar sind. Es gilt die realen Aufgaben trans-
parent zu machen, inklusive kognitiver Anforderungen,
Abhéangigkeiten und Ausnahmen sowie Entscheidungs-
punkten der Akteure. Task Analysis liefert hier die metho-
dische Grundlage: Wer macht was — wann — warum — mit
welchen Mitteln — und mit welchen Risiken?

Erkladrbarkeit und Transparenz: Klinische Entscheidun-
gen beruhen selten auf simplen Ja-Nein-Logiken, son-
dern Erfahrungswissen, Unsicherheiten und situativem
Abwaégen. Deshalb mussen die Entscheidungswege der
Systeme nachvollziehbar sein (Explainable Al). Studien deu-
ten darauf hin, dass Verstandlichkeit das Vertrauen erh6ht
und sogar die diagnostische Genauigkeit verbessern kann
(Chanda et al. 2025). Wichtig ist jedoch, dass die Erklarun-
gen korrekt und nitzlich sind — eine scheinbare Erklarung,
die falsch ist, schafft triigerische Sicherheit. Erklarbarkeit
sollte daher vor allem eingesetzt werden, um die Unsicher-
heiten, Zusatzinformationen und Alternativen aufzuzei-
gen und so die Aufmerksamkeit der Nutzenden zu lenken.



https://czasopisma.kul.pl/index.php/recl/article/view/17223
https://www.ncbi.nlm.nih.gov/books/NBK613216/
https://czasopisma.kul.pl/index.php/recl/article/view/17223
https://link.springer.com/chapter/10.1007/978-94-6265-639-0_2
https://arxiv.org/abs/2410.18991
https://arxiv.org/abs/2410.18991
https://ai.jmir.org/2023/1/e52888
https://link.springer.com/article/10.1007/s44206-023-00073-z
https://www.nature.com/articles/s41597-025-05054-0
https://www.nature.com/articles/s41597-025-05054-0
https://www.nature.com/articles/s41467-025-59532-5

05

MENSCH UND KI ALS TEAM IN DER MEDIZINTECHNIK: VOM KI-HYPE ZUR TEAMARBEIT

Kompetenzen und Vertrauen: Viele Fehler in der Mensch-
Kl-Interaktion entstehen durch missverstandene Rollen,
falsche Erwartungen oder fehlenden Kontext statt durch
Technikversagen. Deshalb bedarf es gezielter Schulun-
gen. Das umfasst sowohl das technisch-funktionale Ver-
standnis (zum Beispiel was bedeuten KI-Wahrscheinlichkei-
ten?) als auch das kognitive Verstandnis (zum Beispiel Was
kann delegiert werden?), um Vertrauen richtig zu dosie-
ren. Simulationen und Mensch-KI-Ubungen kénnen hel-
fen, typische Fehlerquellen zu erkennen und als Team auf
KI-Antworten zu reagieren. Einige Kliniken in Deutschland
bieten entsprechende Weiterbildungen bereits an, damit
das Fachpersonal lernt, KI-Ergebnisse kritisch zu beurtei-
len (vergleiche KI-Campus).

Vom Prinzip zur Praxis: Hybride Intelligenz
strukturiert verankern

Es gibt zahlreiche Entwicklungen, die auf das Potenzial
erfolgreicher Mensch-KI-Teams in der Medizintechnik hin-
weisen. Dieser Beitrag hat zentrale Paradoxien aufgezeigt
und Erfolgsfaktoren benannt - doch damit diese auch Wir-
kung entfalten, braucht es systematische Forschung, struk-
turierte Lernprozesse und eine gezielte Umsetzung.

Aktuell fehlt es an systematischen Ubersichten dariiber,
in welchen medizinischen Anwendungsbereichen, etwa
in Onkologie, Notaufnahme oder Pflege, welche Formen
der Mensch-KI-Zusammenarbeit tatsachlich funktionieren
(Lutze et al. 2025). Einzelstudien liefern wertvolle Einbli-
cke, doch fur Praxis, Regulierung und Weiterentwicklung
braucht es vergleichende Ubersichten, qualitative Tiefen-
analysen und konkrete Leitlinien fur verschiedene Settings
im Gesundheitswesen. Eine 6ffentlich zugangliche Daten-
bank zur hybriden Intelligenz kénnte Konzepte und Evi-
denzlagen sichtbar machen sowie Studiendesigns standar-
disieren (Vaccaro et al. 2024).

Daruber hinaus ist eine vertiefte Interaktionsforschung
nétig, die Mensch-KI-Zusammenarbeit als kooperatives
Handeln untersucht und Einflusse auf die Kultur beleuch-
tet: Wie entstehen geteilte Rollen, wie wird Verantwor-
tung wahrgenommen, und wie werden Entscheidungen
koordiniert beziehungsweise mit Unsicherheiten umge-
gangen? Besonders die zunehmende Flexibilitat genera-
tiver Kl etwa in Bezug auf Anpassungsfahigkeit oder krea-
tive Problemlésung macht es erforderlich, die Kl als aktiven
Teampartner zu begreifen, und nicht mehr nur als Werk-
zeug (Schmutz et al. 2025).

Implementierungsforschung kann erganzend zeigen, in
welchen Settings welche Formen hybrider Zusammenar-
beit besonders effektiv sind etwa bei komplexen Fallen,
vulnerablen Gruppen oder dynamischen Entscheidungs-
prozessen. Dabei sollten auch unterschiedliche Praxislogi-
ken von Pflege, arztlicher Versorgung und Management
starker bertcksichtigt werden.

Partizipation und Teamkultur sind entscheidend fir die
erfolgreiche Einfihrung. KI-Systeme sollten nicht von oben
eingefuhrt werden, sondern gemeinsam mit dem klini-
schen Personal in Reallaboren, Simulationen oder Pilot-
projekten entstehen. In solchen Umgebungen lassen sich
ethische Fragen, organisatorische Prozesse und technische
Grenzen praxisnah reflektieren und anpassen. Die Perspek-
tive des Teams muss von Anfang an Teil des Designs sein,
nur so entsteht Vertrauen und klinische Anschlussfahig-
keit (Wysocki et al. 2022).

Embedded Ethics spielt dabei eine zentrale Rolle, gerade
fur kleine und mittlere Unternehmen (KMU), die viele KI-
Innovationen vorantreiben (Lutze et al. 2025). Ansatze
wie , Ethics by Design” oder ,Integrierte Forschung” hel-
fen, Prinzipien wie Fairness, Erklarbarkeit und menschliche
Kontrolle direkt in die Produktentwicklung einzubetten
(Willem et al. 2025). Das steigert nicht nur die Marktak-
zeptanz, sondern hilft auch regulatorische Anforderun-
gen frihzeitig zu erfillen. Institutionelle Unterstitzung,
zum Beispiel durch Gutesiegel, Standards oder Férderpro-
gramme, kann hier gezielt Orientierung bieten.

AbschlieBend braucht es strukturierte Lernprozesse tber
Einzeleinrichtungen hinaus. In sogenannten ,,Communi-
ties of Practice” kédnnen Gesundheitseinrichtungen, Ent-
wickler:innen und Forschungseinrichtungen Erfahrungen
austauschen, Good Practices etablieren und Fehlentwick-
lungen fruhzeitig erkennen. Solche Netzwerke sind essen-
ziell, um Wissen zu biindeln und kontinuierlich an den kli-
nischen Alltag rickzukoppeln.


https://www.nature.com/articles/s41467-025-59532-5
https://www.linkedin.com/pulse/innovativ-aber-ausgebremst-wie-regulierung-dooye/?lipi=urn%3Ali%3Apage%3Ad_flagship3_pulse_read%3Bu%2Bp7UUdbSYGo8hIeHCsCHw%3D%3D
https://www.nature.com/articles/s41562-024-02024-1
https://www.sciencedirect.com/science/article/pii/S2352250X24000502?via%3Dihub#bib2
https://www.bundeswirtschaftsministerium.de/Redaktion/DE/Dossier/reallabore-testraeume-fuer-innovation-und-regulierung.html
https://www.bundeswirtschaftsministerium.de/Redaktion/DE/Dossier/reallabore-testraeume-fuer-innovation-und-regulierung.html
https://arxiv.org/pdf/2204.05030
https://www.linkedin.com/pulse/innovativ-aber-ausgebremst-wie-regulierung-dooye/?lipi=urn%3Ali%3Apage%3Ad_flagship3_pulse_read%3Bu%2Bp7UUdbSYGo8hIeHCsCHw%3D%3D
https://www.interaktive-technologien.de/foerderung/bekanntmachungen/cif
https://link.springer.com/article/10.1007/s11948-024-00523-y
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